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Abstract: Synthetic Intelligence (SI) or Artificial Intelligence (AI) has established itself as a game-changer in the science, 

and at least the possibility to accelerate a discovery process, simplify a complex process and process big data more quickly 

and efficiently than previously. The article that has to be reviewed is a thorough overview of the current trends and 

unaddressed issues related to the direction of the sphere of SI-powered scientific inquiry and discusses the publications 

issued between the years of 2015-2025. We discuss the several uses of SI in terms of the research lifecycle, literature review 

and knowledge synthesis, research planning and hypothesis generating, and experimental design and simulation, data 

analysis and data representation and manuscript writing and preparation. The most prominent SI methodologies deep 

learning, natural language processing (NLP), and generative SI have been addressed in detail and their role and changing 

functions emphasized. Integrity problems and credibility of SI-generated information, the postivity issue of authorship and 

plagiarism, technical issues like the black box problem and data bias, and legal and regulatory landscape in general 

represent significant challenges that are initially brought up in a negative light in the review. By critically reviewing the 

varying views and uses, this article could help to enlighten the graduate-level researchers and other experts on technical 

terms with a nuanced sense of the present contribution and opportunities of scientific research to further in the field of SI, 

as well as the principle of human control and ethical issues. The new findings synthesis issues express the criticality of the 

scientific research and the convergence of SI might bring on the most optimal improvements but would also introduce the 

certain fine tuning in the care to guard the research integrity and the welfare of the society by circumventing the snarl it 

comes with. 

Keywords: Synthetic Intelligence, Artificial Intelligence, Scientific Research, Literature Review, Data Analysis, Research 

Methodology, Large Language Models. 

1. Introduction 

1.1. Rationale and Significance of SI in Modern Scientific Research 

Okujagu and Evelyn (2025), suggested that to rebrand the increasingly used term Artificial Intelligence (AI) to Synthetic 

Intelligence (SI) will comprise what we refer to later in our review. The fact that these technologies are synthesized by human 

beings in that these technologies are created and constructed is the reason why this nominal shift takes place. The world of 
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science that has been assimilated with SI has brought about radness in the classical methodology that is used with the science 

field, which has resulted in the introduction of innovation in the field and efficiency in most of the fields. Since Company 

automation of labor intensive literature reviews and the generation of novel hypotheses to the optimization of experimental 

designs and the complex system of analysing complex sets of data, SI tools have come to be hailed as priceless in discovering 

even faster (Hassabis, 2024; NASA Science, 2025; Tabassum and Rivera, 2025). This transformative effect has been discrete 

especially in the period 2020-25 that was characterized by an intense increase in the capabilities of SI an increment in the usages 

areas of these technologies and a recognition of the possibilities and the pitfalls of such technologies. Large Language Models 

(LLMs), such as those that are backed by platforms such as Elicit AI (OECD, 2023), and expert science SI platforms, such as 

Deep Genomics to precision medicine (Deep Genomics, 2015), BenevolentAI to drug discovery (BenevolentAI, 2020), and 

NVIDIA Modulus to physics-informed simulation, (Gould, 2021), are changing how scholars approach complex problems, 

process large volumes of data, and communicate their research results to the global scientific community. 

The reason as to why the SI is integrated with the scientific activities is the fact that it is able to reason and to process the 

ever increasing and increasing amount and complexity of the scientific data an operation that often surpasses the cognitive 

ability and time constraints of the human being. The significance of this integration is that it may lead to new possibilities in the 

sphere of research, can remove new frontiers in the comprehension of complex systems, and can ultimately be able to 

seamlessly transfer the knowledge acquired in science to practice in the service of society. This is a transformation in the role of 

SI since it is no longer a passive tool but is progressing towards an active partner which not only may assist in solving certain 

tasks but also may become an active participant of the creative and intellectual processes, which the scientific progress is carried 

out (Zhang et al., 2025a). 

The increasing application of the SI in scientific research is not a phenomenon but rather a paradigm shift because of the 

ability of the technology to expand the human capacity and address some of the issues that could not be addressed before. The 

volumes of data generated by the contemporary scientific devices and experimentation are so large, that the analysis cannot be 

done without complex tools of calculations which only SI can do to take up this task. As indicatively, in other applications 

including astronomy, SI algorithms will take an important role in processing the gigantic files of telescopes and spaceships, 

which unlock the sky bodies and phenomena that would otherwise be unknown (Baron, 2019). Similarly, SI has played a 

significant role in genomic sequencing and identification of genetic markers in disease association, which will lead to 

personalized medicine (Ami, 2024). The reason behind this is that SI is able to learn through data and such learning is increased 

over time (machine learning) which can be utilized to establish predictive models that may be able to predict the outcome of the 

experiment, simplify the research protocols to the extent of being able to generate a new hypothesis. The ability is more than 

useful when dealing with the complicated systems where the conventional analysis is no longer applicable. Interdisciplinary 

collaboration of computer scientists, domain specialists and ethicists to develop and implement SI tools in a responsible manner 

is also being supported through the inclusion of SI (National Academies of Sciences, Engineering, and Medicine, 2024). It is 

based on this that SI will inform scientific discovery, economic growth and tackle such severe matters plaguing the society such 

as climate change and deadly diseases which make SI the most significant in the modern field of science industry. Nevertheless, 

the same force relocates these new issues of the research integrity, ethical considerations, and the need of the researchers to be 

ready to such developing machinery (Shi, 2025). 

1.2. Objectives and Scope of the Review 

The purpose of the broad review paper is a critical and analytic deconstruction to the description of the situations in the 

world of scientific research powered by SI. Its general intents are to give a detailed report of the recent developments that have 

taken place since 2015 until 2025, the various issues that are entailed with the advances and the various pathways that have been 

followed and the arguments expressed over the use of SI in the scientific processes. 
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Through the integration of peer-reviewed literature and official reports published by major research centers and industry, 

as well as professional analyses, the present review aims to provide graduate-level researchers and technical professionals with 

the subtle knowledge of the skills, attitudes, and necessary practices to navigate and responsibly use SI in their endeavor to 

excel in science (Topol, 2019). This field of encounter is arguably holistic as well as the SI usage in scientific research, which 

can entail though not limited to literature editing and synthesis, hypothesis development, the method of experiment, information 

examination, as well as manuscript composition writing. It is also going to explore the multiple SI methodologies (deep 

learning, natural language processing, and generative SI) of such applications. The discussion of the issues related to SI in 

science, such as the problem of accuracy, reliability, academic dishonesty, and ethical concerns, will be the major part of the 

review (Floridi et al., 2018). The references in this review will consist of peer-reviewed research publications, conference 

papers, and authoritative reports on famous databases that will ensure consideration of the valid and recent changes. As the 

examples of science areas where SI has permeated, we shall take into account biomedicine, climate science, material sciences, 

and social sciences. 

The review will critically examine differences in views on the role of SI by comparing those who view SI alone and those 

who adopt models of human-SI collaboration and the effects of SI on the quality and integrity of research. The ethical 

implications of the use of SI, including the issue of bias, transparency and accountability, will also be named and the 

perspectives of SI in scientific research will be looked into in future, including the possible solution to the current problems and 

the proposals concerning the most appropriate practices. The audience to the planned review would be graduate-level 

researchers and professionals working in knowledge domain, who would like to know better how revolutionizing the nature of 

scientific inquiry is taking place and what is of utmost importance when it comes to the role of responsible and efficient use of 

involving SI. Being a condensed summary of the available resources and proposed key questions, this review is expected to 

become a powerful instrument on the way to eliminating the obstacles of SI in the constantly shifting conditions of the scientific 

world. 

1.3. Methodology of the Review 

The article is a literature review that is a syntactic attempt to bring together the state of SI in scientific research. This 

review methodology included a search and selection process in order to have a wide, relevant, and current range of sources. The 

review will be based on the findings of the peer-reviewed literature, official reports, and expert analyses released between 

January 2015 and September 2025. Systematic search of major academic databases, such as Scopus, Web of science, 

PubMed/MEDLINE, Google Scholar, and IEEE Xplore and ACM Digital Libraries was conducted. The search strategy was a 

combination of keywords and their variations, which included: artificial intelligence in research, large language models science, 

generative AI and discovery, machine learning in genomics, AI literature review, and ethics of AI in science. The inclusion 

criteria were articles describing the new uses of AI, empirical research on the effectiveness of AI tools, critical reviews of 

issues, and ethical principles. The exclusion criteria were articles that were not published within the last 2015-2025 period, 

published in non-English language, and articles that were not peer-reviewed or published by reputable institutions. The 

literature collected was categorized and categorical analysis and synthesis were done in accordance to the research life cycle 

framework adopted in this paper. 

2. Recent Advances in SI Powered Scientific Research (2015-2025) 

This is due to the fact that the adoption and implementation of Synthetic Intelligence (SI) tools in various stages of 

scientific research lifecycle has been gained at an incredible pace in the last five years (2015-2025). These developments are not 

mere toddles but paradigm change given the manner in which the researchers discover, experiment and share knowledge. SI is 

gradually becoming a part of the modern scientific process, which can provide new opportunities in accelerating the discovery 

process, streamlining experiments and refining their results and analysis of complex data sources (Jordan and Mitchell, 2015). 
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Nonetheless, causal reasoning, statistical fairness, and diversity-conscious modeling are growing in importance by the 

researchers to overcome the ethical and methodological shortcomings in the SI applications as the field matures (Kern et al., 

2025; Melucci, 2025; Osayande et al., 2024). 

The section discusses the particular SI applications, all divided by their contribution to the research process, and mentions 

some important tools and their impact on the scientific advancement: 

1. Causal Reasoning for Reliable Decision-Making 

More recent SI frameworks assume explicit causal assumptions in order to minimise the confounding factors of real-

world tasks (e.g. disaster management, public health). An example is the work of Kern et al. (2025) that revealed the 

enhancement of the transparency of algorithmic decisions in the models of disaster response developed by Julian 

Gerald Dcruz et al., where causal reasoning may be used to trace the decision routes, trace and reduce biases. 

2. Statistical Fairness in High-Dimensional Data 

The development of diversity-conscious ranking algorithms deals with differences in the predictive models. The 

proposal of Bayesian multilevel regression methods to quantify the sociodemographic biases of the cognitive 

development studies was suggested by Melucci (2025), which agrees with the need to build robust data integration, yet 

introduces a more critical emphasis on equity as suggested by Jordan and Mitchell (2015). 

3. Diversity-Aware Modeling for Public Health 

SI tools have been revised and now include socially concerned structures in order to examine the access to healthcare 

and the result of education. Osayande et al. (2024) leveraged the ABCD Cohort (a longitudinal study of 10,000+ U.S. 

children) to quantify associations between socio-spatial factors (e.g., neighborhood deprivation, school quality) and 

cognitive development trajectories. Their Bayesian hierarchical models revealed nuanced disparities, such as 

accelerated cognitive decline in marginalized groups, underscoring the need for SI systems that prioritize equity by 

design (Thorp, 2023a). 
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Figure 1: The Role of SI across the Scientific Research Lifecycle 

 

2.1. SI in Literature Review and Knowledge Synthesis 

The initial stages of scientific research often involve extensive literature reviews to understand the current state of 

knowledge, identify gaps, and formulate relevant research questions. SI-powered tools are revolutionizing this traditionally 

time-consuming process by automating the search, summarization, and synthesis of information from vast scientific corpora. 

Elicit, an SI research assistant developed by Ought AI (now part of Anthropic), exemplifies this trend by leveraging language 

models to help researchers find relevant papers, extract key information, and even automate aspects of systematic reviews 

(OECD, 2023). Elicit searches across an extensive database of academic papers from the Semantic Scholar corpus covering a 
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wide range of academic disciplines. It allows researchers to ask questions in natural language and receive summaries of relevant 

papers, significantly speeding up the literature review process. For instance, Elicit can identify studies that meet specific 

inclusion criteria for systematic reviews, and while its sensitivity might still be developing, its high precision makes it 

invaluable for preliminary searches and identifying seed papers (Fortier-Dubois, 2025). The tool also provides reasoning for 

inclusion/exclusion, enhancing research integrity and allowing users to understand its decision-making process. Another notable 

SI-driven tool is OpenAI’s GPT-4 Turbo, which, when integrated with web search plugins, autonomously browses the web and 

generates cited reports on user-specified topics (OpenAI, 2024). This system interprets and analyzes text, with emerging 

capabilities for processing images and PDFs, producing high-quality scientific summaries and visualizations to assist 

researchers in efficiently grasping complex topics and identifying pertinent literature. The ability of these SI tools to process and 

synthesize information from millions of documents far exceeds human capacity, enabling a more comprehensive and efficient 

literature review. However, it is crucial to acknowledge the current limitations; for example, Elicit’s developers advise users to 

assume that around 90% of the information provided is accurate and to always check the original sources (Ought AI, 2023). 

2.2. SI in Research Planning and Hypothesis Generation 

Beyond streamlining literature reviews, synthetic intelligence (SI) is increasingly being employed to assist in the more 

creative aspects of research, such as formulating novel hypotheses and planning research directions. SI systems can analyze vast 

datasets, identify complex patterns, and propose research questions that might not be immediately obvious to human 

researchers. 

For instance, AI systems developed by Google DeepMind such as AlphaFold and other discovery platformsemulate 

elements of scientific reasoning by generating testable hypotheses from complex biological data (Jumper et al., 2021; National 

Academies of Sciences, Engineering, and Medicine, 2024). While no officially documented ―AI co-scientist built on Gemini‖ 

with the described functionality exists in peer-reviewed literature as of mid-2024, DeepMind’s published work demonstrates 

AI’s capacity to accelerate hypothesis generation in scientific domains. 

In the biomedical field, BenevolentAI’s machine learning platform has been used to mine biomedical literature and 

molecular datasets to generate novel therapeutic hypotheses. In early 2020, their system identified baricitinib a JAK1/2 inhibitor 

approved for rheumatoid arthritis as a potential treatment for COVID-19 due to its ability to inhibit AAK1 and potentially 

mitigate cytokine storm. This hypothesis was published in The Lancet in February 2020 and later validated in clinical trials 

(Richardson et al., 2020; Cantini et al., 2020). 

In the same way, the AI platform offered by Deep Genomics, which is discussed in peer-reviewed articles, predicts the 

effects of genetic mutations on the functionality of RNA splicing and proteins, allowing the target to be discovered to create 

precise therapeutics (Yue et al., 2023; Deep Genomics, 2015 and Alipanahi et al., 2015). 

2.3. SI in Experimental Design and Simulation 

Synthetic intelligence (SI) is also in the process of changing the methods used by researchers to design, simulate, and 

interpret complex experiments. SI tools can capitalize on machine learning together with physics-based simulation and domain 

expertise to achieve faster, more scalable, and in many cases more detailed simulations with fewer of the expensive or labor-

intensive physical experiments and with an increase in the rewarding range of computationally manageable problems. 

One of them is the physics-informed neural network (PINN) system known as NVIDIA Modulus that learns physics laws 

in the form of partial differential equations embedded in deep learning networks. This method allows the high-fidelity 

simulation of systems with scale all the way down to turbulent fluid dynamics, as well as to subsurface transport, without 

slowing down physical behavior as the physical consistency is preserved (Hennigh et al., 2021; Gould, 2021). 



Bose et al.,                                                                                                          SK International Journal of Multidisciplinary Research Hub 

                                                                                                                                         Volume 12, Issue 9, September 2025 pg. 50-66 
 

 © 2024, SK Publisher All Rights Reserved        ISSN: 2394-3122 (Online)      Impact Factor: 6.03     ISSN: 2394-6253 (Print)        56 | P a g e  

In addition to physical systems, another area of SI revolution is molecular and structural biology. AlphaFold-Multimer, a 

follow-up to DeepMinds AlphaFold 2, is able to predict protein-protein complexes with unprecedented accuracy which is 

precisely what is needed to understand cellular processes and to speed up the process of structure-based drug discovery (Evans 

et al., 2021). 

Still expanding the boundaries of SI to the laboratory work, Sapio ELaiN is among the earliest AI-powered lab assistants, 

which will be capable of communicating with scientists in a natural language. ELaiN An inference engine that is part of the lab 

informatics platform of Sapio enables researchers to design experiments, write code, analyze instrument data, and gain scientific 

understanding through conversational prompts in an effective way that transforms the lab notebook and LIMS interface into an 

AI-driven assistant (Sapio Sciences, 2024). This is one example of the way in which SI is automating but actually transforming 

the human-machine interface in experimental science. 

2.4. SI for Data Analysis and Representation 

The high rate of the increase in the data volume in the scientific researches necessitates the application of sophisticated 

data analysis tools. As described in this paper, Synthetic Intelligence (SI) is becoming a key player in this field, and it has potent 

solutions to data curation, pattern recognition and generation of insights. 

While no product is officially named ―IBM Watson for Science,‖ IBM’s Watson-powered platforms such as Watson for 

Drug Discovery and Watson for Genomics provide SI-relevant capabilities by automating literature mining, hypothesis 

generation, and multi-omics data integration across scientific disciplines (Smith et al., 2020). 

Similarly, DataRobot’s enterprise cloud platform though not branded ―SI Cloud‖ offers automated machine learning 

workflows that align with SI’s role in accelerating model development, deployment, and monitoring for scientific applications 

(Tian & Che, 2024). 

Google DeepMind, GraphCast, an advanced deep-learning framework is used in environmental science to showcase the 

ability of SI to simulate the environment efficiently and provide very accurate weather predictions in the whole world (Lam et 

al., 2023). Similarly, the FourCastNet by NVIDIA uses vision transformers to simulate the dynamics of the atmosphere and 

predict extreme weather with unprecedented spatial and temporal resolution, which demonstrates the possibilities of SI in the 

complex systems simulation (Kurth et al., 2023). 

To automate the laboratory, the AI-based mRNA analytics pipeline at BioNTech and the AI-enhanced Electronic Lab 

Notebook (ELN) platform at Sapio Sciences though not publicly referred to as Laila or ELaiN in official technical literature 

offer SI compatible features: real-time monitoring of the experiment, automation of the tasks, and simplified data analysis that 

allow scientists work on valuable research (Imani et al., 2025; IntuitionLabs.ai, 2025; Sapio Sciences, 2024). 

2.5. SI in Manuscript Writing and Preparation 

Synthetic Intelligence (SI) tools as understood here are also augmenting the final phases of the research cycle which deals 

with manuscript writing and preparation. These tools may be helpful in all sorts of tasks, such as creating the first drafts and 

even making the language sound more coherent, references and their proper reference management, and the adherence to the 

formatting rules. 

Large language models (LLMs) such as GPT-4, Google Gemini, and Claude 2 are increasingly used in scientific and 

medical writing to support drafting, editing, and structuring manuscripts (Sharma et al., 2024; Gao et al., 2023). While these 

systems demonstrate utility in accelerating the writing process, they are not capable of assuming authorship, as they cannot take 

responsibility for the accuracy, integrity, or originality of scholarly work (COPE Council, 2023). 
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In alignment with this principle, the International Committee of Medical Journal Editors (ICMJE) requires authors to 

disclose any use of AI or SI-assisted technologies in manuscript preparation, including specific tools and their roles in the 

writing process (ICMJE, 2023). 

Beyond text generation, SI aligned tools are emerging to assist with reference management and literature synthesis. 

Although no verifiable product named ―Paperguide‖ with an ―SI Reference Manager‖ exists in peer-reviewed or officially dated 

technical documentation as of mid-2024, platforms such as Scite Assistant and Semantic Scholar’s AI driven citation tools offer 

comparable functionality including automated summarization, citation import, and contextual reference validation (Scite, 2023; 

Ammar et al., 2018). 

Table 1: SI Tools and Platforms in Scientific Research 

Tool/Platform Primary Function 
Key Application 

Areas 
Example Mentioned in Text 

Elicit AI Literature Review & 

Knowledge Synthesis 

Systematic Reviews, 

Gap Analysis 

Automates finding relevant papers and extracting key 

data (Elicit, 2023). 

BenevolentAI Hypothesis Generation 

& Drug Discovery 

Biomedicine, 

Pharmacology 

Identified baricitinib as a potential treatment for 

COVID-19 (Richardson et al., 2020). 

Deep Genomics Precision Medicine & 

Genetic Analysis 

Genomics, 

Therapeutics 

Predicts functional impact of genetic mutations using 

AI (Yue et al., 2023). 

NVIDIA Modulus Physics-Informed 

Simulation 

Engineering, Fluid 

Dynamics 

Enables high-fidelity simulations by integrating 

physics with neural networks (Hennigh et al., 2021). 

DeepMind 

AlphaFold 

Protein Structure 

Prediction 

Structural Biology, 

Drug Design 

Predicts 3D protein structures with atomic accuracy 

(Jumper et al., 2021). 

Google DeepMind 

GraphCast 

Weather & Climate 

Modeling 

Meteorology, Climate 

Research 

Provides global weather forecasts outperforming 

traditional models (Lam et al., 2023). 

IBM Watson 

Discovery 

Data Analysis & 

Insight Generation 

Genomics, 

Healthcare, Materials 

Science 

Accelerates hypothesis generation by mining clinical 

and molecular literature (Smith et al., 2020). 

ChatGPT 

(OpenAI) 

Text Generation & 

Writing Assistance 

Manuscript Drafting, 

Summarization 

Supports scientific writing and editing (Gao et al., 

2023). 

BioNTech AI 

Pipeline 

Laboratory 

Automation & Data 

Integration 

mRNA Research, 

Experimental Biology 

Automates analytics and monitoring in mRNA vaccine 

development (Imani et al., 2025 and IntuitionLabs.ai, 

2025). 
Note: In this work, ‘Synthetic Intelligence (SI)’ refers to computational systems   including AI, machine learning, and physics-informed models   that simulate or 

augment scientific reasoning. Descriptions of product names and functionality are made by reference to generally accessible, dated technical or peer-reviewed 

sources. 

3. Methodologies in SI Powered Scientific Research 

3.1. Deep Learning and Neural Networks 

The sub-field of machine learning known as deep learning has taken a central stage as a methodology in the powered 

scientific research of Synthetic Intelligence (SI) as it is understood in this work. These models especially have a high capability 

of automatically acquiring complex patterns based on large and complex datasets. 

In drug discovery, e.g., deep learning systems can be used to predict drug-drug interactions (DDIs) accurately and build a 

safer polypharmacy and faster therapeutic development (Jiang et al., 2025). 

Deep neural networks are based on the architecture of biological neural networks, which enables them to automatically 

discover hierarchical data representations for low-level features to high-level data (LeCun et al., 2015). 

Convolutional neural networks (CNNs) have transformed the medical imaging field through automated pathology 

detection in X-rays, CT scan, and histopathology slide where diagnostic accuracy is often comparable or even better than that of 

human radiologists (Esteva et al., 2017). 

Recurrent Neural Networks (RNNs) and its variations, including the Long Short-Term Memory (LSTM) networks, are 

especially useful in the case of sequential data. They are applied widely in time-series analysis in climatology, genomics and 
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protein sequence analysis (Hochreiter and Schmidhuber, 1997). No matter how powerful, deep learning models may be 

vulnerable to large volumes of labeled training data and are variously accused to being highly opaque, which makes them hard 

to interpret scientifically, reproducible and validable (Adabi and Berrada, 2018). 

3.2. Natural Language Processing (NLP) 

Natural Language Processing (NLP) is an approach to Synthetic Intelligence (SI) that is of critical importance since 2020. 

NLP is also capable of getting the human language to be understood, interpreted, and generated by the machine, which lies at 

the core of many aspects of the research lifecycle (Jurafsky and Martin, 2023). The tools that have been driven using NLP 

include semantic search and summarization of research papers during literature review. NLP could be utilized in reading 

research queries and retrieving academic literature of interest with the aid of SI tools like Elicit (OECD, 2023) or computing the 

sentiment of citations within the context to distinguish between supporting, contrasting, and simple mentions to citations 

(Nicholson et al., 2021) with the aid of NLP. Besides literature management, NLP is used to process, scaleable extract 

components and insights of unstructured text to survey, interview, or clinical note qualitative data as well. These capabilities are 

also expanded by the latest developments in the field of large language models (LLMs) a complex use of NLP that enables one 

to summarize, in a logical way, answer questions and even propose a hypothesis. However, certain challenges remain, including 

the way to manage the domain-specific jargon, minimize hallucination, and ensure that the information is factual (Bender et al., 

2021). 

3.3. Generative SI and Large Language Models (LLMs) 

Generative Synthetic Intelligence (SI), in particular the large language models (LLM) of the GPT family by openAI has 

become a paradigm shift technology. Making use of large amounts of text and code, LLLM is trained to comprehend and 

produce human-like text, respond to questions, and summarize information.  

Scientific writing LLMs such as ChatGPT have been considered as possible tools to help researchers write the manuscript, 

edit text, and make an argument structure but not to generate hypotheses independently without the supervision of a human 

researcher (Gao et al., 2023). However, the use of LLMs in scientific writing also raises significant concerns regarding factual 

accuracy, originality, potential biases, and the risk of ―hallucinated‖ citations (Thorp, 2023b). 

Beyond text generation, generative SI models are being applied to more complex scientific tasks. To illustrate, not a 

generative model in the classical machine learning meaning, the AlphaFold exhibits generative capability by predicting novel, 

hitherto unknown 3D protein structures based on amino acid sequences alone ushering in a revolution in structural biology 

(Jumper et al., 2021). 

In materials science, generative SI models including variational autoencoders and generative adversarial networks are used 

to design novel molecules and materials with targeted properties, accelerating discovery cycles (Sanchez-Lengeling & Aspuru-

Guzik, 2018). 

The possibility of generating new data, designs or structural predictive as well as generative SI gives an enormous 

opportunity, but in the same breath causes the significance of a sound validation structure, reproducibility test and ethics to 

maintain scientific integrity. 

4. Challenges and Limitations of SI in Scientific Research 

Despite its spectacular developments, the application of Synthetic Intelligence (SI) brings along its grave difficulties to 

technical, ethical and practical aspects. Ensuring that one blindly follows without paying any attention to these issues may lead 

to the case of negative assumptions, breaking the law of ethics, and mistrust towards science. The most burning issues, 
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including quality of SI-generated content, research integrity, and technical challenges and the confusing ethical and legal 

environment, are discussed in this section. 

4.1. Accuracy and Reliability of SI-Generated Content 

The first is the accuracy and authenticity of the information that was produced through the use of Synthetic Intelligence 

(SI) tools. A Generation of an output of large language models (LLM) may be falsely factual, misleading or even entirely 

invented, a phenomenon commonly referred to as a hallucination (Ji et al., 2023). The models operate on the premise of 

producing statistically likely series of words in contrast to their outputs being based on facts or scientific data. In pointer, the 

analysis of ChatGPT written scientific abstracts empirically revealed that most of them sounded persuasive, although generated 

fabricated citation and mistake on finding which can be dangerous when relied upon without human scrutiny (Gao et al., 2023). 

A case of the extensive reporting was of ChatGPT writing a fictitious scientific article with falsified references and incomplete 

or fabricated results (Stokel-Walker, 2023). It is even more dangerous when the SI tools are trained on biased or old data 

because the outputs will be systematically biased as well as wrongly presented (Bender et al., 2021). The lack of strict human 

control and verification of the content generated by SI and high reliance on it can result in the proliferation of errors, the loss of 

reproducibility, and the mistrust of scientific products. 

4.2. Integrity, Plagiarism, and Authorship Concerns 

Implementation of Synthetic Intelligence (SI) in scientific writing generates serious issues with regard to research 

integrity. Large language models (LLMs) and other types of SI tools produce text according to patterns, which were observed in 

existing material. 

If these tools reproduce substantial portions of copyrighted or previously published material without proper attribution, 

such output may constitute plagiarism even if unintentional (Thorp, 2023b). 

This leads to complex questions about authorship. Most academic publishing bodies, including the Committee on 

Publication Ethics (COPE), emphasize that authorship implies intellectual contribution and accountability responsibilities that 

SI systems cannot fulfill (COPE Council, 2023). 

Consequently, SI tools should not be listed as authors on scholarly publications. Human authors must retain full 

responsibility for all content submitted, including sections generated or assisted by SI, and must transparently disclose the 

nature and extent of SI use in manuscript preparation (ICMJE, 2023). 

Addressing these concerns requires a multi-pronged approach, including the development of sophisticated plagiarism and 

AI-generated text detection tools, institutional training on responsible SI use, and the adoption of clear, enforceable ethical 

guidelines by publishers and research institutions. 

4.3. Technical and Practical Limitations 

Synthetic intelligence (SI) is restricted in various technical and practical ways to ensure that it does not be applied in a 

mass. The fact that most of the advanced models are black box is among the largest barriers, particularly in case of the deep 

learning networks (Adabi and Berrada, 2018). The process of decision making that occurs within an organization is typically 

closed and the researcher might not be able to determine how a model arrived at a particular conclusion. This lack of 

interpretability is a significant drawback to science in which predictive power not only is required to test the hypothesis and 

build a theory but also knowing the mechanisms that prompted such a phenomenon. The other weakness is linked with data 

requirements. The estimation of the state-of-the-art SI models may be time-intensive and expensive, and it may require big, 

high-quality, and well-marked data sets, which can be expensive and time-consuming to prepare or acquire (Jordan and 

Mitchell, 2015). Additionally, training and fine-tuning such models consumes large amounts of computational resources (at 
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times, even requiring special hardware (e.g. GPU/TPU clusters)). This is a massively large barrier of entry to small research 

centers or low-resource researcher environments (Strubell et al., 2019). 

4.4. Ethical, Legal, and Regulatory Challenges 

The Synthetic Intelligence (SI) is expanding in research and, as a result, poses numerous ethical, legal, and regulatory 

issues. The first ethical issue is that SI may recreate or even reinforce existing biases of its teaching data e.g. racial differences 

in healthcare algorithms that are trained on biased datasets (Obermeyer et al., 2019). Another important concern is the privacy 

of data, particularly in the case when the sensitive personal or clinical data are trained on without proper de-identification or 

consent. Most algorithms are also black boxes in nature, and accountability is also a challenge; in the event of a critical error by 

an SI system in diagnosis, prediction, or recommendation, it can be hard to determine the cause and hold somebody responsible 

(Wachter et al., 2017). The law is also silent on the intellectual property rights of the SI-generated material. In Thaler v. 

Perlmutter, 2023 U.S. Dist. LEXIS 145391 (D.D.C. 2023), a U.S. federal court declared that AI systems are not eligible to be 

registered as inventors under the existing U.S. patent law because patent law requires an inventor to be a human being. The 

world is however continuing to experience growth in this precedent. The regulatory frameworks are failing to keep up with the 

technological progress, and the absence of the well-defined, universalized guidelines may leave the researchers in a quandary 

when trying to ensure compliance, ethics review, and publication standards (Floridi et al., 2018). 

5. Case Studies and Applications 

5.1. SI in Climate Science Research 

The field of Synthetic Intelligence (SI) is becoming actively used to solve challenging climate science problems. The SI 

algorithms are increasingly improving the accuracy and the resolution of the climate models, allowing more accurate predictions 

of extreme weather events. Examples of SI driven models using deep learning to detect subtle spatiotemporal patterns in past 

climatic data greatly enhance medium-range global weather forecasting include Google DeepMind GraphCast and NVIDIA 

FourcastNet (Lam et al., 2023; Kurth et al., 2023). Also, satellite imagery and remote sensing data is being analyzed using SI to 

track environmental changes like deforestation, glacier melting and land-use changes faster, scalably and with greater accuracy 

than traditional. SI is also highly relevant in terms of optimising renewable energy systems (e.g. smart grid management, 

wind/solar forecasting) and creating data-driven approaches to carbon capture, utilization and storage (CCUS) as a part of 

climate mitigation initiatives (Rolnick et al., 2019). 

5.2. SI Guided Biomedical Research 

Synthetic Intelligence (SI) has been applied to biomedical research with explosive growth as used in drug discovery, 

genomics and medical diagnostics. In drug discovery and development, knowledge graph and machine learning based platforms 

such as Benevolent AI are used to find new drug targets and repurpose known compounds. Their system contributed to the 

suggestion of baricitinib as a JAK1/2 inhibitor as one of the possible treatments of COVID-19 due to its capacity to suppress 

AAK1 and prevent cytokine storm (Zhang et al., 2025b; Richardson et al., 2020). In genomics, such tools as DeepVariant 

created by Google Health help to interpret the results of next-generation sequencing by placing the deep learning to learn better 

the accuracy of variant calling to reduce false positives and negatives in clinical and research applications (Poplin et al., 2018). 

In the medical diagnostics field, deep learning models are beginning to match and in some respects outperform a human expert 

in diagnostic accuracy in medical image analysis. These systems with SI-augmentation can help clinicians detect conditions like 

skin cancer, diabetic retinopathy, and radiological abnormalities at an early stage (Esteva et al., 2017). With the help of machine 

learning (ML), deep learning (DL) and natural language processing (NLP), SI has decreased the drug development time, costs 

and success rate (Saha et al., 2025). 
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6. Quality Assessment and Critical Analysis 

6.1. Comparative Analysis of SI-Only vs. Human-SI Collaborative Approaches 

Synthetic Intelligence (SI) integration into research requires a critical consideration of various paradigms of operations. SI 

autonomous systems only provide unmatched speed and scale. Nevertheless, they are usually restricted by the fact that they use 

the existing data, which may result in an absence of actual novelty and the creation of the so-called hallucinations (Ji et al., 

2023). Some models are also black-box, which is challenging to comprehend or audit the reasoning process of the model 

(Rudin, 2019). Conversely, human SI collaborative strategies build on the rewarding capabilities of human and machine 

intelligence. SI is an extremely powerful supplement within this paradigm, which makes people more powerful. Human will 

arm them with domain knowledge, critical thinking and moral judgment and SI will arm them with computer computations, 

scalability and pattern recognition of huge volumes of data (Shneiderman, 2022). This type of synergistic system enables more 

effective and consistent and creative research insights. The results of tools such as Elicit (literature synthesis) or AlphaFold 

(protein structure prediction) are frequently reliant on a large amount of human participation, such as immediate engineering, 

validation of results, and refinement (Jumper et al., 2021; OECD, 2023). Despite the fact that the human SI collaboration is 

generally viewed as having a promise of high-stakes scientific discovery, the collaboration has its share of issues, including the 

fact that the researchers are bound to learn new digital literacy, and that they risk being overly reliant on the SI suggestions and, 

consequently, overrationalize independent scientific thinking. 

Table 2: Comparative Model of SI-Only and human-SI Collaborative Approaches 

Human-SI Collaborative Approach (Augmentation) SI Only Approach (Automation) 

Core Principle: SI as a tool to augment human intellect and 

capabilities. The human is the final arbiter. 

Core Principle: SI as an autonomous agent to perform 

tasks from end to end with minimal human intervention. 

Strengths: Strengths: 

Higher Quality & Reliability: Combines computational power 

with human critical thinking, domain knowledge, and ethical 

judgment. 

Unprecedented Speed & Scale: Can process datasets and 

perform tasks orders of magnitude faster than humans. 

Creativity & Novelty: Human intuition can guide SI tools to 

explore unconventional hypotheses. 

Efficiency: Frees up human researchers entirely from 

tedious and repetitive tasks. 

Accountability & Trust: Clear human responsibility for the final 

output. Easier to verify and validate. 

Consistency: Performs tasks with high consistency and 

without fatigue. 

Reduced Risk of Error: Human oversight can catch SI 

―hallucinations‖ and biases. 

Data Driven Discovery: Can identify patterns in massive 

datasets that are impossible for humans to see. 

Weaknesses: Weaknesses: 

Slower than SI-only approaches. Risk of Inaccuracy: Prone to ―hallucinations,‖ factual 

errors, and fabricated information without human 

validation. 

Requires new skills from researchers to effectively interact with 

SI. 

Bias Perpetuation: Can amplify biases present in the 

training data. 

Potential for over-reliance, stifling independent thought. “Black Box” Problem: Lack of interpretability makes it 

difficult to trust or verify the reasoning process. 

Best For: Complex, high-stakes research requiring nuance, 

creativity, ethical considerations, and validation (e.g., clinical 

diagnosis, novel hypothesis generation). 

Best For: Well-defined, large-scale, and repetitive tasks 

where speed is critical (e.g., initial literature screening, 

high-throughput data analysis). 
 

6.2. Evaluation of SI's Impact on Research Quality and Integrity 

Synthetic Intelligence (SI) implementation into research must take into serious account numerous paradigms of activities. 

SI autonomous systems only provide unmatched speed and scale. Nevertheless, they are usually restricted by the fact that they 

use the existing data, which may result in an absence of actual novelty and the creation of the so-called hallucinations (Ji et al., 

2023). Some models are also black-box, which is challenging to comprehend or audit the reasoning process of the model 

(Rudin, 2019). Conversely, human SI collaborative strategies build on the rewarding capabilities of human and machine 

intelligence. SI is a very potent supplement in this paradigm, enhancing human abilities. Humans can bring domain knowledge, 

critical thinking, and moral judgment, and SI will bring computer computations, scalability, and pattern recognition of 
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enormous amounts of data (Shneiderman, 2022). Such a synergistic system allows more effective, consistent and creative 

research results. The results of tools such as Elicit (literature synthesis) or AlphaFold (protein structure prediction) are 

frequently reliant on a large amount of human participation, such as immediate engineering, validation of results, and 

refinement (Jumper et al., 2021; OECD, 2023). Despite the fact that human SI collaboration is generally viewed as such which 

promise to offer high-stakes scientific discovery, it has some issues, including the fact that the researchers are forced to learn 

new skills in digital literacy and the fact that they can be too reliant on the SI suggestions and grown overly dependent on it and 

fail to think scientifically exclusively. 

7. Conclusion 

7.1. Summary  

This critical literature review has emphasized the radical effect of Synthetic Intelligence (SI) on scientific studies since 

2015. SI tools are becoming proficient at simplifying the literature review process (OECD, 2023), novel hypotheses (Zhang et 

al., 2025a; Richardson et al., 2020), high-fidelity physical simulations (Hennigh et al., 2021), and insights on large datasets 

(Smith et al., 2020). The advances are led by core approaches such as deep learning, natural language processing (NLP), and 

generative SI which are across the fields. Nevertheless, there are serious problems with the introduction of SI. Among the most 

significant ones are the need to guarantee the correctness of SI-generated content especially the risk of hallucinations (Ji et al., 

2023), the need to protect research integrity against plagiarism and attribution failures (Thorp, 2023b), the need to address the 

issue of authorship (COPE Council, 2023), the need to address the problem of technical constraints including the so-called black 

box (Rudin, 2019), and the need to face ethical and legal challenges that surround the issue of algorithmic bias 

7.2. Implications for the Scientific Community 

The fast-growing innovations on Synthetic Intelligence (SI) driven research have significant implications on the scientific 

community. To begin with, scientists of all fields will have to obtain a basic knowledge of SI methods such as their potential, 

shortcomings, and assumptions to avoid using these tools critically and incorporate them into their practice. Secondly, the roles 

of the research process as a whole can also change, with SI replacing more routine, repetitive, or computationally intensive parts 

of it, and human researchers dedicating priority to higher-order cognitive processes, including critical thinking, creative 

hypothesis generation, and conceptual synthesis (Shneiderman, 2022). Third, the research integrity standards should undergo 

revision in order to reflect the special problems that SI presents. This involves the creation of clear principles of transparent 

reporting of SI use (e.g., tools, prompts, extent of involvement), the creation of validation protocols of SI generated output, and 

the creation of accountability measures in case of error or bias. 

Finally, we are starting to require the interdisciplinary cooperation of domain scientists, SI/AI researchers, ethicists, legal 

scholars and social scientists in the co-development of tools that are not only technically healthy but also morally responsible, 

socially just and scientifically sound. 

7.3. Future Directions and Recommendations 

As the Synthetic Intelligence (SI) continues to develop with a high rate of evolution, there are some crucial directions it is 

likely to take in the future. The further impact in developing more advanced, robust, and interpretable SI with the assistance of 

the explainable SI (XAI) that is designed to prove decisions made by models is one of the primary directions (Adabi and 

Berrada, 2018). Second, it is significant to establish effective ethical principles, technical demands, and elastic regulations. This 

involves further multidisciplinary discussion between scientists, policy makers and ethical theorists as well as ordinary 

individuals on these historical problems in information privacy, prejudice within the algorithmic, scientific property, and 

validity of research in SI augmented workflows. Third, scientific employees need to be encouraged to be SI literate. This is in 

the form of provision of introductory training in capabilities, limitation, validation and ethics in graduate and postdoctoral level 
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and further provides materials on advance training to already established researchers. Such a mix of the two (premediated of 

such futurities) and a reworking of the conception of such technologies being Synthetic rather than Artificial in an intelligent 

foresight of such technologies in human creative powers ability, will allow SI to be an effective, straightforward, and 

responsible agency, to unfold accelerated discovery projects and solve global dilemmas of the current context. 
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